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 

Abstract— This paper presents a car recognition system by 

locating and segmenting tail lights in the night-time road 

environment. Numerous approaches towards car recognition 

during day time have been implemented in the past. However, 

the features of cars during daytime are seldom available when 

it’s dark due to lack of lighting and other conditions. Unlike 

previous work in the area, this system employs HSV color 

thresholding for segmenting the red regions (brake lights) and 

capturing certain object features of the segmented parts. These 

features are used to train and classify the different classes of 

lights for different car models. For this, the machine learning 

based approach – Support Vector Machines (SVMs) is 

incorporated. Satisfactory results were obtained and they show 

that the SVM technique is effective for classification 

Index Terms— Computer Vision, Image processing, SVMs, 

Hsv color space, car recognition. 

I. INTRODUCTION 

This paper is focused on classification of vehicles in night 

time road driving environment. Recent statistics suggest that 

night conditions are an important area of scrutiny for road 

security [2]. The use of Computer Vision techniques has gone 

a long way in aiding with road safety and security. The 

appearance of vehicles during night time is strikingly 

different when compared to its daylight counterpart as several 

attributes come into the picture, such as environment lighting, 

color of vehicles, reflection of light on the body of vehicles, 

etc. Thus, an entirely different image processing approach is 

absolutely essential when it comes to dealing with night time 

road environment. 

This application targets on segmenting the tail lights of 

vehicles and classifying them. When vehicles are viewed 

from behind at night, they are primarily visible by the red 

color rear facing brake lights. All car models have their own 

peculiar physical and structural features which make them 

distinctive from each other and the appearance of brake lights 

is one of those features. Hence, the representation of different 

shapes and designs of these rear facing lights enables us to 

determine the model/manufacturer of the car during night 

time. This application can play an important role in road 

traffic police stealth monitoring and may be installed in 

secluded and rural areas where lighting conditions are scarce. 

Preferably, the system could be installed on a police vehicle 

for classifying the preceding vehicles and can be extremely 

beneficial for stealth missions, surveillance, security 

enforcement, ticketing vehicle without human interruption, 

etc.  For this application to be most efficient, ideally a 

tweaked camera is to be used which filters only the red lights,  

thereby eliminating image bleeding. In this report only the 

software aspects are discussed and the hardware 

implementation part is out of scope of this project.  

II. PRIOR WORK

The different techniques commonly employed for vehicle 

detection under daylight conditions have comprehensively 

been reviewed before in [2][1]. Although detection of 

vehicles during night time has been reviewed in the past, a 

system which actually determines the make of a car hasn’t 

been implemented yet. As mentioned earlier, most of the 

features engaged in daylight car detection have limited use at 

dark conditions [2]. Vehicle shadows, vertical and horizontal 

edges, and corners are almost impossible to detect in 

darkness, making the rear facing brake lights as the most 

compelling preceding vehicle features in dark surroundings. 

For lamp detection, it is common to begin with some sort of 

thresholding [2]. Thresholding based on Grayscale or 

brightness is common to start with [2][3-6]. For color 

thresholding, the most common approach is to use the red-

green-blue (RGB) color space [7-11]. Chung-che Wang et. al 

[12] proposed a vision- based  driver assistance system to 

enhance the drivers safety  in the nighttime [13]. The 

proposed system performs both lane detection and vehicle 

recognition (as detecting whether the light segmented is that 

of a vehicle or not) [13]. Ronan O’ Malley et. al [2] have 

discussed the need for a system to avoid or mitigate forward 

collisions during night time by presenting an algorithm for 

forward collision detection at night using a visual camera 

[13]. The technique filters out red and white colors in the 

HSV space where white regions adjacent to red regions are 

searched for symmetrical pairs and aspect ratio constraints are 

applied to resulting bounding boxes, thereby producing 

detected rear target vehicle lights [13].  

III. NIGHT TIME CAR RECOGNITION IMPLEMENTATION

The algorithm of this program comprises of two main 

parts:  

 Segmenting the tail lights to extract certain

prominent features

 Training the extracted features using Support Vector

Machines.

The program is developed in MATLAB with the help of a 

third party tool called libsvm for classification. 

A. Support Vector Machines (SVMs) 

Support Vector Machine is a pattern classification and 

regression technique based on the mathematical foundations 

of statistical learning theory, which was first proposed by 

Vapnik in 1992 [14]. The primitive training principle of 

Support Vector Machines is to find an optimal hyper-plane to 
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separated two classes linearly. The optimal hyper-plane is 

formed in such a way as to minimize the expected 

classification error for unseen test samples [15]. For binary 

classification, the training data are labeled {xi, yi}, where 

i=[1…n], yi belongs to {-1,1}, xi belongs to  , where d is 

the dimension of the vector, and n is the number of training 

vector [15]. The classification of a new pattern x can be 

obtained by solving the decision function f(x) as shown in 

equation below, where  is the Lagrange multipliers and b is 

the bias: 

 
However, in many cases, the data cannot be separated by a 

linear function. A solution is to map the input data into a 

higher dimension feature space  where classification can 

be performed by linear SVMs [16]; the decision function now 

being expressed as [16]: 

 
where x is the input vector to be classified and K() is the 

kernel function. There are four types of kernels viz. [16] 

 
 

For classification problems the optimal hyper plane is not 

able to separate the input vectors completely, so different 

classification types have been proposed for SVMs [15]. The 

most common one is known as C-SVC (C-Support vector 

classification). Given training vectors , C-SVC solves 

the following problem for binary classification  : 

[15] 

where w is the optimal hyper plane, stack variable , 

allows some data to be miss-classified, and C  is 

a priori constant [15]. 

 

The process of recognizing the tail lights of cars are divided 

into two phases: Training and Testing. 

 

1. Training 

 

I incorporate four different models for training purposes and 

each of these models is classified separately. The first model 

takes two features of the brake lights as training data: The 

number of lights and the aspect ratio of the cropped image 

formed by considering only the lights at the extremities. I 

found that RBF is the ideal type of kernel to be used for this 

model since the number of attributes is less compared to the 

number of instances. Both the training and testing data are 

scaled relatively in order to increase the accuracy. 

 The second model takes the pattern of the tail-lights as 

training data, as in the way the lights are distributed. Each of 

these cropped images is normalized to 30x360 pixels binary 

image, so the number of attributes per pattern image is 10800. 

Here the data is not scaled as it is binary and that is one of the 

reasons why the binary models are not combined with the 

first model. 

The third and fourth model comprises of the contours of the 

extreme left and right lights, respectively. The centroid of 

these contours is marked as well, in order to increase 

efficiency. Each of these cropped images are then normalized 

to 75x75 pixels binary images, making the number of 

attributes per contour  image as 5625. For the last three 

models, I discovered that the best classification result is 

obtained when training the SVM with C-SVM type, linear 

kernel and C=1 (since the number of features is way more 

abundant than the number of instances). 

 

2. Testing 

 

   The testing image is classified in accordance with all four 

separate models, and four separate predicted labels are 

returned as the end result, respectively. The classified labels 

of the models are considered and the label that is most 

commonly occurring among these models is chosen as the 

final predicted label. If all four labels return different result, 

then it’s highly possible that the model/type of the particular 

test vehicle is not in the database. 

 

B. HSV Color Thresholding 

 

The motive here is to filter only the red color component 

which will essentially remove all the non-vehicle light 

sources. As mentioned earlier, the most common technique 

uses the RGB color space where only the red channel of the 

RGB data is analyzed. However, this is inefficient because 

the bright non-red lights can also have a significant red-color 

component. The RGB color space is not ideal for the task of 

color thresholding, since it is difficult to set and manipulate 

color parameters due to a high correlation between the red, 

green and blue channels [2]. To overcome this issue, I make 

use of the HSV color space. 

 
Fig 1: HSV color space 

 

The HSV color space is based on three properties: Hue, 

Saturation and Value. Full color spectrum can be procured by 

manipulating these properties. The fundamental advantage of 

HSV is that each of these attributes directly corresponds to 

the basic color concepts, which makes it conceptually simple 
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[17]. HSV color space is much more intuitive than its RGB 

counterpart as it is easier to select continuous regions. The 

most important aspect pertaining to this application is the fact 

that the red color component is centered at Hue=0. Another 

important factor of this color space is that the white color 

component is the highest intensity parameter [18]. After a 

series of tries I found out that a Hue value between 0 to 9 

degrees and between 342 to 0 degrees covers the entire range 

of red color, at least with regards to this application.  

 

 
Fig 2: Input image 

The next step is to eliminate all the non red color 

components (i.e. set the saturation property to zero) and then 

convert the resultant image to RGB type.  

 
Fig 3: Converted RGB image after HSV manipulation 

 

 Next, the image is converted to gray scale and subtracted 

from the red channel result of the same RGB image as shown 

below 

  
Fig 4: Difference Image 

 

After that, a median filter is used to filter out the noise and 

then converted to a binary image. The holes are then isolated 

after a few image processing operations which gives us a 

white blob in place of the red lights as shown in figure below. 

  
Fig 5: Resultant image converted to binary and then holes 

isolated. 

 

C. Method for determining the features of the first model 

 
The features used for the first model are: The number of 

lights and The Aspect ratio of the cropped image bounding 

only the tail lights situated at the extremities. The method of 

finding the former parameter is pretty straightforward. All we 

have to do is count the number of left over blobs. 

The second parameter to be considered here is the aspect 

ratio. I take aspect ratio as a solid parameter because this 

parameter returns approximately similar values for same 

vehicles, regardless of the change in distance of the vehicle 

from the camera. 

In order to find the aspect ratio, first the image is cropped 

by determining the horizontal and vertical (x, y) positions that 

bounds all of the white blobs in the image. 

 

 
Fig 6: Cropped image 

 

The next step is to retrieve only the lights at the extremities 

(i.e. the ones touching the left and right boundaries), crop it 

again, and then find the aspect ratio of the resulting image. 

This is done because the tail lights of a vehicle can have two 

different appearances: one without brakes applied and the 

other with brakes applied.  

 

Consider the case of the vehicle in the image above 

(Volkswagen vortex (Fig 2)). When the brakes are not 

applied, only the round lights are lit up and the ones at the 

bottom wouldn’t come into the picture. Whereas when the 

brakes are applied all of the lights are profusely illuminated. 

So, we need only take the aspect ratio of the primary 

appearance of tail lights (i.e. without brakes applied), as both 

the appearances classify as the same car. 

 

To obtain only the lights at the extremities, the 

morphological operation named Reconstruction by dilation is 

performed. First, two vertical white lines are drawn: one at 

the extreme left and the other at the extreme right of the 

cropped image (planting of seeds). The initial image (cropped 

image) is treated as the Mask image. The Marker image is 

point-wise minimum between a single pixel wide white 

border and the Mask image. Reconstruction by dilation is 

then applied to the Mask and Marker image. 
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Fig 7: The marker image 

 

 
Fig 8: The resultant image after Reconstruction by Dilation 

 

Next, the image is cropped once again to produce an output 

image which perfectly borders the blobs in the image in as 

compact a manner as possible. The aspect ratio (width/height 

ratio) is then found and taken as a parameter. 

 
Fig 9: The final cropped image containing only the primary 

lights. Aspect Ratio =  0.0907 

 

 

D. Method for determining the features of the second model 

 

The second model deals with the way the rear lights are 

distributed. The initially cropped image is considered. A 

blank binary image of the same size is created (zeros). Then, 

a pixel (thickness=8) is drawn on the blank image at the 

relative positions of centroids detected for each of the 

individual blobs contained in the input image. The resulting 

image is considered as the pattern image. 

 

Fig 10: The Pattern of brake lights 

 

This is then resized to 30x360 for classification purposes. 

E. Method for determining the features of 3
rd

 and 4
th
 models 

 

The third and fourth models represent the contours of the 

left and right extreme lights. The final image (i.e. the cropped 

image containing only the tail lights at extremities) is 

considered and the (x, y) positions are defined accordingly to 

retrieve only the left light. Next, the centroid of the only blob 

is found and set to black (zero). Finally the image is cropped 

again after performing a Sobel’s edge detection. I included 

the centroid to make it more efficient for classification 

purposes, as the pattern (which includes the distance between 

the border pixels and centroid) will be taken into 

consideration. 

  
Fig 11: The contours of the left and right lights with 

centroid marked 

 

The contour of the right light is found in the same manner 

except that the image is first mirrored and then cropped and 

then mirrored back again to its original state. The images are 

then resized to 75x75 for classification purposes. 

 

 

IV. SAMPLE RESULTS  

 

For classification, the parameters are first defined in the 

data and then they are sorted as a sparse matrix. This is done 

for the first model only, as it does not contain any null values.  

 

 
Fig 12: Unsorted features 
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Fig 13: Sorted sparse features 

The data is then scaled to the range [0, 1]. The first model 

of the test data is also scaled in the range [0, 1] relative to the 

training data. This is essential to obtain optimal results. 

Fig 14: A part of Data in the range [0, 1] (type 34x2 sparse 

double) 

For the second, third and fourth models, the data are not 

converted to sparse matrix because it is in binary format and 

we do not want to get rid of the zeros.  

Fig 15: Example: A part of the pattern data 

Sample output: 

the predicted labels for model1.. 

    34 

the predicted labels for model2.. 

    11 

the predicted labels for model3.. 

    34 

the predicted labels for model4.. 

 34 

In case of the above, label 34 is the most frequent one; hence 

the car will be classified as label 34. 

Sample Output (GUI) 

Fig 16: Sample GUI output 

V. ANALYSIS 

I observed that better robust results are obtained when the 

different parameters are separated as different models (rather 



M-Eng in Electronic Systems 2013 

6 

than combining all of them together). Classification can be 

rendered more precise if some sort of mechanism was 

introduced where probability estimates of all four models 

could be combined and processed to give one accurate result. 

There is a need to expand the database with the two different 

appearances of each vehicle as mentioned earlier.  

VI. CONCLUSION

The approach of Night time car recognition has been 

successfully proposed in this report. Nonetheless, there is a 

lot of room for improvement before it could be brought out 

into the real world. As previously stated, blending a hardware 

implementation with this application is very much necessary. 

A standard color camera hardware which incorporates a lower 

static exposure could be used to essentially eliminate color 

bleeding. Furthermore, the development of an embedded 

operation of this application which utilizes automatic 

exposure control, thereby enabling itself to dynamically 

establish an optimum appearance of tail lights, may be 

considered for future works. 
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